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FLASH Capabilities Span a Broad Range 

Cellular detonation 
Helium burning on neutron stars 

Richtmyer-Meshkov instability 

Laser-driven shock instabilities 
Nova outbursts on white dwarfs Rayleigh-Taylor instability 

Gravitational collapse/Jeans 
instability 

Wave breaking on white dwarfs 

Shortly: Relativistic accretion onto NS 

Orzag/Tang MHD 
vortex 

Gravitationally confined 
detonation 

Intracluster interactions 

Magnetic 
Rayleigh-Taylor 

Turbulent Nuclear Burning 

The FLASH code 
1.  Parallel, adaptive-mesh refinement (AMR) code 
2.  Block structured AMR; a block is the unit of 

computation 
3.  Designed for compressible reactive flows 
4.  Can solve a broad range of problems 
5.  Portable: runs on many massively-parallel 

systems 
6.  Scales and performs well 
7.  Fully modular and extensible: components can 

be combined to create many different 
applications 
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FLASH is used by groups throughout the world 
US 

Canada 

US 

Germany Italy 

Canada 

Germany 

Monthly Notices of the Royal Astronomical Society 
Volume 355 Issue 3 Page 995  - December 2004 
doi:10.1111/j.1365-2966.2004.08381.x 

Quenching cluster cooling flows with recurrent hot plasma bubbles 
Claudio Dalla Vecchia1, Richard G. Bower1, Tom Theuns1,2, Michael L. 
Balogh1, Pasquale Mazzotta3 and Carlos S. Frenk1 

UK 

Netherlands 
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FLASH Users 

  FLASH has been downloaded more than 2000 times 
  More than 700 scientists have been co-authors 
    on more than 400 papers published using FLASH 
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Current Major Flash Center Projects 

  High-Energy Density Physics Initiative 
    (ASC Program in DOE NNSA and ASCR in DOE 
    Office of Science) 
  Flash High-Energy Density Physics Exascale  
    Co-Design Center (ASCR in DOE Office of Science) 

  Petascale Computing of Thermonuclear Supernova  
    Explosions (NSF Astronomy & Astrophysics Program) 
  Petascale Algorithms for Multi-Body, Fluid-Structure  
    Interactions in Incompressible Flows (Whole Blood 
    Flow) (NSF CyberInfrastructure PetaApps Program) 
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Wide-Field Infrared Red Space Telescope 
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Partnership with SDSS-II Supernova Survey to 
Validate Type Ia Supernova Models 

SDSS Supernova Project has spectroscopically identified more than 
500 Type Ia supernovae, and obtained high-quality light curves and 
spectra for many of them (Holtzman et al. 2009, Kessler et al. 2009) 



Flash Center for Computational Science 
The University of Chicago 

Discovery of Entirely New Mechanism for 
Thermonuclear-Powered Supernovae 

Calder et al. (2003); Plewa, Calder and Lamb (2004);  
Townsley et al. (2007); Jordan et al. (2008); Meakin et al. (2009) 
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3D Verification Simulations of Buoyancy-Driven 
Turbulent Nuclear Combustion 

❑  PP 

Initially Planar Flame 
In Rectilinear Domain 
at Constant g and ρ 

Flame Bubble in Rectilinear  
Domain at Constant g and ρ 

Flame Bubble 
in White Dwarf Star 
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FLASH Code Contributors 

❑  Current CS-Applications Group: 
❑  Sachin Bhargara, Sean Couch, Colin Cross, Chris Daley, Milad 

Fatenejad, Norbert Flocke, Carlo Graziani, Dongwook Lee, Klaus 
Weide, and Anshu Dubey 

❑  Other Current Contributors: 
❑  Paul Ricker, Dean Townsley, Cal Jordan, John Zuhone, Kevin Olson, 

Marcos Vanella 

❑  Past Major Contributors: 
❑  Katie Antypas, Alan Calder, Jonathan Dursi, Robert Fisher, Murali 

Ganapathy, Timur Linde, Tomek Plewa, Lynn Reid, Paul Rich, 
Katherine Riley, Andrew Siegel, Dan Sheeler, Frank Timmes, Natalia 
Vladimirova, Greg Weirs, Mike Zingale 
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FLASH Basics 

❑  Infrastructure 
❑  Configuration (setup) 
❑  Mesh Management  
❑  Parallel I/O 
❑  Monitoring 

❑  Performance and progress 
❑  Verification 

❑  FlashTest 
❑  Unit and regression testing 

❑  An application code, composed of units/modules.  Particular 
modules are set up together to run different physics problems. 

❑  Fortran, C, Python, … 
❑  More than 500,000* lines of code, 75% code, 25% comments 

❑  Very portable, scales to tens of thousand processors 

Capabilities 
❑  Physics 

❑  Hydrodynamics, MHD, RHD 
❑  Equation of State 
❑  Nuclear Physics and other Source 

Terms 
❑  Gravity 
❑  Particles, active and passive 
❑  Material Properties 
❑  Cosmology 
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Basic Computational Unit: Block 

❑  The grid is composed of 
blocks 

❑  Cover different fraction of the 
physical domain. 

❑  In AMR blocks at different 
levels of refinement have 
different grid spacing. 
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Example of a Unit - Grid 

     Grid	



GridSolvers	

  GridMain	

GridParticles	



 UG	



Paramesh2	

 Paramesh3	



paramesh	



PM3_package	



UG	

 paramesh	



MoveSieve	

 MoveTree	



Multipole	

 multigrid	

  Pfft	



Paramesh	
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FLASH Setup Script: Implements Architecture 

Python code links together needed physics  
and tools for a problem 

❑  Parses Config files to 
❑  Determine a self consistent set of units to include 
❑  If a unit has multiple implementations, finds out which 

implementation to include 
❑  Get list of parameters from units 
❑  Determines solution data storage 

❑  Configures Makefiles properly 
❑  For a particular platform 
❑  For included Units 

❑  Implements inheritance with unix directory structure 
❑  Provides a mechanism for customization  
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Hydrodynamics and MHD 
PPM (Piecewise Parabolic Method) 

❑  Based on the Prometheus code of Fryxell 
❑  2nd-order Strang split in time 

      Relativistic Hydrodynamics 
❑  Module based on the Pluto code  

of A. Mignone 

MHD 
❑  Original implementation 

based on Powell et al. 1999  
❑  New staggered mesh 

directionally unsplit 
implementation in FLASH3 by 
Dongwook Lee 
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Source Terms and Equations of State 

❑  Source Terms 
❑  Nuclear Burning 
❑  Ionization 
❑  Stir 
❑  Heat 
❑  Cool 

❑  Equations of State 
❑  Gamma Law 
❑  Multi-Gamma Law 
❑  Helmholtz EOS for 

degenerate matter 
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Gravity 

❑  Constant 
❑  Pointmass 
❑  Plane parallel 
❑  Newtonian self gravity 

(elliptic solver) 
❑  Barnes-Hut Tree 
❑  Multipole 
❑  Multigrid 
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Particles 

❑  Active particles to simulate dark matter 
❑  Long-range and short-range forces 

❑  Active particles to simulate photons 
❑  Lagrangian tracer particles 
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… which brings us to 

Questions and Discussion 


