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Vertical Integration

Applications/Applied Math
Models and Algorithms,
Infrastructure

Programming Models :
Data structures, macro/micro
Parallelism access patterns

System Software :
Operating System, I/O
Runtime environment

interact directly with hard

he interacti

Hardware :
Cores, accelerators, memory
Communication networks
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Unit test is effectively a reduced application
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Compact Applications
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Compact applications use simplified interaction among units to
create a subset of the application functionality
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Flash Co-Design Interaction
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Co-Design Process
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Co-Design Process
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Expected Challenges

Across the Nodes

O Parallel 10 O New parallel algorithms

O Higher degree of macro O Trade-off between duplication
parallelism and communication

O Higher fidelity physics dictates O Possibly more hierarchy

greater coupling
U Implicit/semi-implicit treatment

At Node Level

0 Memory intensive computations

T _ O Aggressive reuse of memory
= mgﬁgf;ngellrgfg’czzsva'Iable O Distinguish between cores
O New algorithms
Faults
O Frequent failures O Non-deterministic algorithms
O Silent errors 1 Redundancy
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What Applications Can Do

O Greater encapsulation L Expose optimization and
O Minimize common data fault tolerance possibilities
O Maximize code sections that  Be clearer about dependencies
are re-entrant O Identify critical sections Vs the
O Increase isolation between non critical sections
layers O Define more compact working
L Separate code functionalities sets

such that different optimizations
are applicable to different layers

L Minimize kernel dependency
on programming models

L Explore more inherently
robust alternative algorithms
O Stochastic Vs deterministic

4 N
What the applications shouldn’t have to do is to rewrite

half a million lines of code. It isn’t even always
. possible because physics is what it is p
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What Applications need from Co-Design

J Abstraction J Framework for

Retain code testing ideas
portability dFault notification and

JEnable layering in recovery models
architecture QAbility to evaluate

dStandardized direct influence of
interfaces for architecture
common decisions

functionalities QTuning parameters
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