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                                The FLASH code

1. Parallel, adaptive-mesh refinement (AMR) code

2. Block structured AMR; a block is the unit of

computation

3. Designed for compressible reactive flows

4. Can solve a broad range of (astro)physical problems

5. Portable: runs on many massively-parallel systems

6. Scales and performs well

7. Fully modular and extensible: components can be

combined to create many different applications
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FLASH Is Being Used by Groups
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Supernova Cosmology Project
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What Are Type Ia Supernovae?

Supernova Cosmology Project

     Peak luminosities

  of most Type Ia SNe

  are similar -- making

      them excellent

   “cosmic yardsticks”
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Use of Type Ia Supernovae  as “Standard
Candles” Led to Discovery of Dark Energy

Type Ia supernovae appear

dimmer in a universe with
non-zero 

The apparent magnitude

of Type Ia supernovae as a

function of redshift are not
even consistent with  = 0

This means that the rate of

expansion of the universe is

accelerating, and implies the

existence of Dark  Energy
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Joint Dark Energy Mission

SNAP
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Type Ia Supernovae

Accretion

• Stellar binary in which main

   sequence star transfers

   mass onto white dwarf

Smoldering

• Subsonic convection

   in core of white dwarf

• Heat transport is by

  electron conduction

Flame

• Nuclear burning initially due to

  laminar flame

• Buoyancy—driven turbulence

  increases nuclear burning rate

• Transition from deflagration to

  detonation occurs, causing the

  star to explode

Lightcurve

• Free expansion of star

• Radioactive decay of

  nickel heats the ejecta

• This causes the ejecta to

   glow, which makes the

   supernova visible

>108 yr

~seconds

  ~1000 yr

Ignition

Image copyrighted by Mark A. Garlick Image credit P. Garnavich/CfA
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Computational Demands
of Type Ia Supernova Simulations

Following turbulent nuclear burning requires ~ 1-10

km resolution, whereas radius of star is 109 km --

adaptive mesh refinement is therefore essential

High-resolution, 3-D, whole star simulations require

~ 100K-300K cpu-hrs on current machines

Each large simulation generates ~ 200 MB/cpu-hr;

i.e., ~ 20-60 TB of data

We used ~ 2M cpu-hrs on DOE ASC machines and

~ 5 M cpu-hrs on DOE Office of Science machines

last year; we expect to use 80M cpu-hrs this year

We generated ~ 1 PB of data last year; we expect

to generate ~ 3-5 PB of data this year
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Deflagration Plus Detonation Phase of GCD Model
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Detonation Conditions Are Robustly
Produced by Inwardly Directed Jet
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Global Validation of Light Curves and
Spectra Predicted by GCD Model

Comparison

of U, V, B, R

light curves

predicted by

GCD model

and obs. of

Type Ia

Supernova

SN 2001el

Kasen and Plewa (2006)

Comparison

of spectra

predicted by

GCD model

and obs. of

Type Ia

supernova

SN 1994D
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Type Ia Supernova Simulation Pipeline

0 – 3 s 3 s – 100 d

Buoyancy-Driven

Nuclear Burning

Transition

to Detonation

Predictive Science

Methodologies
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Verification Study of Buoyancy--Driven
Turbulent Nuclear Burning

We will answer an important scientific question:

Does buoyancy-driven turbulent nuclear burning occur mostly

at small or at large scales?

Answering this question has the potential to produce a

major paradigm shift in the Type Ia supernova field:

It will eliminate major uncertainties in the simulation of Type Ia

supernovae, enabling more accurate simulations

It will increase the confidence in these simulations, motivating

many more comparisons between simulations and observations

It will provide the foundation for a comprehensive, rigorous, and

systematic validation of current Type Ia supernova models.

This has the potential to increase astronomers’ ability to use

these events as “standard candles” to determine the properties

of dark energy
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Existing Blue Gene/L Capabilities

BGL: 1024 nodes, 2048 cores,

5.7 TF speed, 512GB memory

Supports development + INCITE

Readying for Spring‘08 production

111 TF Blue Gene/P system

Fast 0.8 PB file system

Initial 16 PB tape archive

Supports 20 INCITE projects

Then for early 2009 production

445 TF Blue Gene/P upgrade

8 PB next generation file system

Supports even more challenging

INCITE science projects

556 TF Blue Gene/P System

In 2004 DOE selected the ORNL, ANL and PNNL
team based on a competitive peer review

– ORNL to deploy a series of Cray X-series
systems

– ANL to deploy a series of IBM Blue Gene
systems

– PNNL to contribute software technology

Argonne Leadership Computing Facility
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FLASH Has Been Integral to Acceptance
of ALCF BG/P

 FLASH properties

Is known to perform well and scale well on massively

parallel machines

Exercises all aspects of the machine (hardware, system

software, I/O)

As such, it helped shake out hardware and software issues

 FLASH is a core component of ALCF BG/P

    regression and validation tests

 FLASH simulations

Science Tests -- Type Ia supernova, turbulent nuclear

flame

AMR Test -- Cellular

Uniform Grid Test -- Shock Cylinder

Primary application-driven I/O test

23
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Simulation of Buoyancy-Driven Turbulent
Nuclear Burning on IBM BG/P at ANL
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Global Validation of Type Ia Supernovae

Flash Center is collaborating with statistics group at

LANL to develop statistical methodologies needed

to validate large-scale simulations

Flash Center is partnering with three world-class

SN Ia observing teams:

Harvard-Smithsonian Center for Astrophysics supernova

group led by Bob Kirshner

Carnegie Supernova Project led by Mark Phillips

SDSS Supernova Survey Project led by Josh Frieman

These groups are focused on obtaining high-quality

light curves and spectra of a large number of nearby

SN Ia to explore the full range of SN Ia properties

and to help to determine the explosion mechanism
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Challenges in Getting to Petascale
Type Ia Supernova Simulations

Efficiency on multi-core chips -- FLASH achieves
1.9 x speed-up on BG/L at LLNL and 3.8 x speed-
up on BG/P at ANL

Scaling to 128K-1M cores -- FLASH scales well
to 65K cores (BG/L at LLNL) and 128K cores
(BG/P at ANL), but 1M cores?

Memory -- astro memory needs are large but time
to solution dominates

I/O -- high bandwidth parallel I/O crucial

Data transfer -- 200 Mbytes/cpu-hr generated

Data storage -- many Petabytes, must be remote

Scientific analysis pipeline -- must be remote

Data archive -- Petabytes, must intelligently
“compress” and “triage” data
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Astrophysical simulations are often “discovery

science:”  t
he phenomena are very complicated

and highly non-linear; w
e therefore don’t know

all of th
e questions we want to

 ask before we

see the data, so we must be able to explore it
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Conclusions

The Flash Center has conducted and is conducting extensive
verification studies of physical processes in Type Ia supernovae

The Center has carried out a series of high-resolution, 3-D, whole
star simulations of Type Ia supernovae

These simulations were made possible by a decade of support for
development of the FLASH code and of computational resources
provided by the NNSA ASC Academic Strategic Alliance Program

Significant computational resources were also provided by the
Office of Science INCITE program

They led to the discovery of the “gravitationally confined
detonation” (GCD) model of Type Ia supernovae -- the only model
so far that detonates without the detonation being put in by hand

While almost surely not the final story, the GCD model reproduces
many key observed properties of Type Ia supernovae and is
therefore promising

Petascale simulations will enable us to understand key physical
processes and conduct rigorous, systematic global validation of
Type Ia supernova models, but getting there will be challenging!


